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Abstract
Speech-language pathologists (SLPs) provide support to children
with speech and language difficulties through delivering
evaluation, assessment, and interventions. Despite growing
research on how Artificial Intelligence (AI) can support SLPs,
there is limited research examining how AI can assist SLPs in
delivering equitable care to culturally and linguistically diverse
(CLD) children with disabilities. Through interviews with 15 SLPs
and a two-part survey study with 13 SLPs, we report on SLP
challenges in delivering responsive care to CLD children with
disabilities (i.e., unrepresentative materials, unreliable translation,
insufficient support for language variations), areas for AI-based
support, evaluations of how available AI performs in addressing
these challenges, and bias assessments of AI-generated materials.
We discuss implications of contextually unaware AI, the range
of care in AI-prompting, tensions and tradeoffs of AI-based
support, and honoring diverse representations in AI-generated
materials. We offer considerations for SLPs using AI-based tools
and general-purpose AI in their practice.
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1 Introduction
Speech-language pathologists (SLPs) play a pivotal role in
providing support to more than half of U.S. children aged 3 to 17
[63], including support via the Individuals with Disabilities
Education Act. Their services encompass screening, evaluation,
assessment, and interventions for speech and language difficulties,
delivered across diverse settings (e.g., schools, hospitals, residential
care, private practices) in rural, suburban, and urban regions
[13]. Challenges that SLPs encounter in their practice have
been well-documented, including high caseload and extensive
workload [21], much of which is dedicated to administrative
tasks (e.g., preparing therapy materials, writing progress reports,
setting individualized goals, preparing Individualized Education
Plan meetings) [21, 79]. However, these challenges are amplified
when SLPs provide care to culturally1 and linguistically diverse
(CLD) children with disabilities, who represent a substantial
proportion of children with speech and language difficulties [63].
Despite their numbers, CLD children with disabilities do not
always receive equitable care compared to White and monolingual
counterparts. This disparity is influenced by multiple factors,
including the lack of representative evaluation, assessment, and
therapy materials, resources, and training [7, 23, 29, 44, 68] as well
as demographic homogeneity of the profession. Notably, 90.5% of
SLPs in the U.S. identify as White [11], and 91.7% are monolingual,
primarily English-speaking [12]. This lack of diversity, combined
with heavy workloads and insufficient access to representative
materials, resources, and support impedes the ability of SLPs to
provide equitable care for CLD children with disabilities. These
challenges highlight the need for solutions to better support SLPs
in their efforts to deliver responsive and effective care.

Artificial intelligence (AI) has made significant strides,
particularly with Generative AI and the emergence of Large
Language Models. This has sparked a surge in interest and
adoption of AI across professions, including in exploring AI’s
potential to enhance speech-language pathology services by
supporting, rather than replacing, SLPs in various stages of
their workflow [28, 33, 79]. Despite such work, there remains
1For the purpose of this paper, we use the term “culture” to refer to race, ethnicity, and
religion, but we acknowledge that culture encompasses many additional dimensions.
We refer to race as a social construct that categorizes people based on several factors,
including but not limited to ancestry, physical features, social and behavioral qualities,
and self-identification [62, 73].
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limited exploration of how AI can support SLPs in providing
responsive and equitable care to CLD children with disabilities
[29]. Addressing this gap is critical, as many existing AI tools fail
to account for cultural, linguistic, and disability-related nuances
that are essential for equitable and effective care.

To address this gap and explore opportunities and challenges
in AI-based tools supporting SLPs in delivering more equitable
care for CLD children with disabilities, we conducted a two-part
study. We report findings from semi-structured interviews and a
subsequent survey study with SLPs who work with CLD children
with disabilities, focusing on three research questions:

• RQ1: What are current experiences and challenges
encountered by SLPs in providing culturally, linguistically,
and disability responsive practices?

• RQ2: What opportunities do SLPs see for AI technologies
supporting their culturally, linguistically, and disability
responsive practice, and what do they perceive as potential
tensions?

• RQ3: How does available AI (i.e., ChatGPT-4o) perform in
addressing these challenges and opportunities in supporting
culturally, linguistically, and disability responsive practices,
and how do SLPs perceive the performance of that AI?

In summary, our paper makes three primary contributions:
• We present an interview study with 15 SLPs, reporting
participant-identified challenges in delivering
responsive care to CLD children with disabilities and
participant-identified opportunities for AI-based support.

• We present a subsequent survey study with 13 SLPs,
evaluating AI-generated materials to support their delivery
of responsive care to CLD children with disabilities.
Informed by prior bias literature, we additionally identify
and assess cultural, linguistic, and disability biases in these
AI-generated materials.

• We discuss implications of contextually unaware AI, the
range of care in AI-prompting, tensions and tradeoffs in
AI-based support for responsive speech-language pathology,
the necessity of honoring diverse representations in
AI-generated materials, and design considerations for
AI-based support.

2 Related Work
We first overview the roles and responsibilities of speech-language
pathologists, highlighting challenges in responsive care. Next, we
review literature onAI-based support in speech-language pathology.
Lastly, we review prior research on pervasive biases in AI and prior
methods to uncover and evaluate these biases.

2.1 Speech-Language Pathologists and
Challenges in Responsive Care

Defined by the American Speech-Language-Hearing Association
(ASHA), an SLP is a “professional who engages in professional
practice in the areas of communication and swallowing
across the life span” [10]. Within their practice, SLPs face
significant challenges, including high caseload and extensive
workload [21, 79], largely focused on administrative tasks. These

challenges are magnified when providing care to culturally and
linguistically diverse children with disabilities. Well-documented
challenges include assessment bias (e.g., linguistic bias,
content bias, disproportionate representation in sampling of
standardized evaluations) [7, 23, 29, 35, 44, 53], supporting
diverse language development [50], delivering services in diverse
languages, accessing training for collaborating with CLD
families, and finding sufficient time to implement additional
best practices recommended for working with diverse families
[23, 40, 49, 52, 59, 65, 78, 87, 88].

Through lenses of DisCrit [6] and Critical Race Theory
[30], Harris-Johnson critically examines the intersection of
racism and ableism in speech-language pathology, “Racism
and ableism is maintained and neutralized in invisible ways
throughout speech pathology” [44]. Similarly, through a Critical
Race Theory approach [30], Privette examines how systemic
racism and intersecting language and disability ideologies shape
inequities in speech-language pathology [68]. Overwhelming
demographic homogeneity among SLPs (i.e., 90.5% White [11],
91.7% monolingual [12]) contributes to inequities in the field of
speech-language pathology, both among practitioners and in the
quality of care CLD children with disabilities receive. Dagenais and
Stallworth [27] found that SLPs demonstrate bias toward speakers
of their own dialect, making them more likely to assign lower
ratings in speech and language to speakers from different linguistic
backgrounds. Such biases cause challenges in SLPs differentiating
between language variations and genuine speech and language
disorders, which can result in misidentification of CLD children
with disabilities (i.e., over-identification or under-identification)
[14, 17, 34, 44, 66, 68] and can reinforce disproportionality in
schools and healthcare settings [14, 44, 68, 77]. Moreover, the
field’s homogeneity affects the diversity of therapy materials.
Harris-Johnson critiqued that materials often fail to capture
nuances of culture, language, and disability, instead presenting
reductive, one-dimensional portrayals [44]. Additionally, in a study
exploring SLP selection of representative materials, researchers
found that selection of diverse books is related to the race of the
SLP rather than their caseload composition — Black SLPs were
more likely than White SLPs to report selecting books with diverse
representation [43]. Our work builds on these findings, further
examining the lack of representative materials in speech-language
pathology and investigating how AI can both mitigate and
perpetuate such disparities.

2.2 AI-Based Support in Speech Language
Pathology

Researchers have employed AI and machine learning in
speech-language pathology to enhance therapy outcomes,
automate speech analysis, provide real-time feedback, and enable
personalized treatment plans. For example, Jia et al. analyzed
child speech patterns, detecting errors in pronunciation and
identifying other phonological issues through pattern-recognition
[48]. Bílková et al. [20] used a convolutional neural network in
combination with augmented reality to monitor lip, tongue, and
teeth movements during speech therapy exercises, providing
insights into client articulation patterns. Similarly, Ng et al. [61]



Exploring AI-Based Support in Speech-Language Pathology for Culturally and Linguistically Diverse Children CHI ’25, April 26-May 1, 2025, Yokohama, Japan

and Sztahó et al. [80] developed an automated speech therapy tool
offering visual feedback on elements like intensity, intonation, and
rhythm for children with hearing impairments. Real-time feedback
in such approaches aims to help children understand and address
speech errors. Complementary approaches assess speech patterns
and progress to create personalized learning plans tailored to a
child’s specific needs, thereby aiming to enhance engagement
and learning outcomes [71, 72, 84]. Data-driven analyses of a
child’s speech patterns, progress, and difficulties can also provide
therapists, families, and educators with information about the
success of interventions and can support decision-making in a
child’s treatment plan [89]. AI-driven applications can also reduce
gaps in access to speech therapy by expanding availability or
increasing engagement. For example, Lee et al. developed a virtual
AI-based speech therapist application to assist children on demand,
guiding them through exercises, simulating correct pronunciation,
and providing immediate feedback [54]. Utepbayeva et al. [85]
conducted a 5-month deployment study of AI-based speech
intervention tools (i.e., Fluency SIS, Articulation Station, Apraxia
Farm), showing improved speech performance and acceptance.
AI-driven games and activities can offer interactive speech therapy
exercises that encourage speech practice through play [2, 26]. Such
approaches can be valuable in situations where access to SLPs is
limited, as they can offer affordable tools that can be used at home
or in educational settings.

Furthermore, the integration of Generative AI, particularly
Large Language Models (e.g., ChatGPT), has opened new avenues
for speech-language pathology. For example, Suh et al. [79]
explored opportunities and challenges for AI-based support for
SLPs (e.g., creating personalized therapy content, generating
vocabulary lists, translating therapy materials, providing bilingual
therapy). Du et al. [33] suggested how text-to-image models
(e.g., DALL·E) might replace traditional materials, providing more
interactive and versatile learning experiences. Moreover, they
discuss opportunities to generate contextually appropriate and
culturally competent content to enhance therapy effectiveness.

Amidst growing interest in AI to support SLPs, including that
SLPs are already using available AI in their current practice,
research overlooks the needs and challenges present when
working with CLD children with disabilities. This motivates the
importance of examining how AI can support SLPs in providing
care to CLD children with disabilities.

2.3 Bias in Generative AI and Evaluations
2.3.1 Bias in Generative AI. Growing adoption of Generative AI
has prompted critical examinations of bias, misrepresentation,
and the exclusion of marginalized communities perpetuated by
language and image models. Research has found AI rendering bias
and negative stereotypes across various identity dimensions,
including race [55], ethnicity [3, 31, 55], religion [55, 58], language
variations [39, 76], disability [37, 58, 86], and intersectional
dimensions [58, 81]. Such research contributes to the broader
discourse on AI fairness, particularly concerning ethical
implications of AI-generated material across race, ethnicity,
religion, disability, and the intersection of identity dimensions
[18, 41, 42, 45, 51, 58, 83].

2.3.2 Evaluations for Identifying and Measuring Bias. Researchers
have developed methods to identify and measure harmful biases in
language and image models, often exploring how communities are
represented in AI-generated content according to various prompts.
Among such methods, automated evaluations use metrics and
tools to evaluate model performance [24]. This is commonly
used to examine demographic characterizations depicted in
language generation. Sheng et al. [75] assessed demographic
biases (i.e., race, gender, sexuality) in natural language generation
across two language models using pre-trained classifiers. Similarly,
Hutchinson et al. used pre-trained classifiers to assess disability
bias in language models in regards to toxicity and sentiment
[46]. Bianchi et al. conducted a comparison between CLIP [70]
embeddings of generated images and a dataset of images with
self-identified race and gender [19]. Cho et al. quantified biases in
generated images for text prompts describing various professions
by computing the distribution of skin tone and gender using an
automated classifier and human-evaluations [25]. In contrast to
automated methods, human evaluations take a more qualitative
and nuanced approach to examining subtleties of individual
perception [24]. Gadiraju et al. adopted a qualitative approach
to assess disability bias in large language models [37]. Qadri
et al. solicited perspectives from community experts through
focus groups to assess South Asian cultural bias in text-to-image
models [69]. Mack et al. conducted focus groups with people with
disabilities to examine disability representation in text-to-image
generation, finding reductive archetypes produced by available
models [57].

In a literature review, Chang and Wang et al. summarized both
automated evaluation criteria and human evaluation criteria [24].
Building on principles of the 3H rule (i.e., Helpfulness, Honesty,
and Harmlessness) [9], Chang and Wang et al. expand human
evaluation criteria into six categories: accuracy, relevance, fluency,
transparency, safety, and human alignment [24]. Our work
leverages five of Chang and Wang et al.’s criteria (i.e., accuracy,
relevance, transparency, safety, human alignment) to explore
participant perceptions on the performance of available AI in
supporting their responsive practices.

3 Methods
To examine SLP experiences and challenges in providing
responsive care to CLD children with disabilities and
corresponding opportunities for AI-based support, we conducted
semi-structured interviews, followed by a two-part survey study to
evaluate available AI in addressing these needs.

3.1 Semi-Structured Interviews
3.1.1 Participants. We disseminated a brief study description and
enrollment survey via email to a participant pool established by
the National AI Institute for Exceptional Education [15]. Inclusion
criteria included: (1) currently practicing as a SLP, and (2) current
or prior experience working with CLD children with disabilities.

Of 15 participants, the majority identify as female, White, and
monolingual (see Table 1), consistent with SLP demographics
reported by the American Speech-Language-Hearing Association
(ASHA) Member and Affiliate Profile [11] and the Profile of ASHA
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Multilingual Service Providers [12]. Participants had a range of
professional expertise, with 8 having over 10 years of experience in
their practices and 7 having 9 or fewer years of experience. Many
participants (P1, P2, P4, P6-P8, P11, P12, P14, P15) reported prior
experience using AI tools for general purposes (e.g., modifying the
tone of an email (P7)), and some (P1, P6, P7, P8, P11, P12, P14, P15)
reported prior experience using available AI tools to personalize
materials (e.g., tailoring stories to align with student reading levels
(P11)). Only P6, P12, P14 reported prior experience addressing
cultural, linguistic, or disability adaptations (e.g., analyzing
Spanish influenced English grammar (P6)). Remaining participants
reported no prior engagement with AI tools (P3, P5, P9, P10, P13).
Table 1 provides additional self-reported participant information.

Participants had experience working with a diverse range
of children characterized by varying racial, ethnic, linguistic,
and disability backgrounds. Table 2 provides additional
participant-reported information about the demographics of
children they reported working with. Because SLP participants
come from different practice settings (e.g., schools, hospitals), we
generally refer to their clients as “child” or “children”. Specific
participants sometimes use more precise language (e.g., “student”),
in which case we often use that same term in order to mirror
participant language.

3.1.2 Procedure. We conducted semi-structured interviews with
15 SLPs who have experience working with CLD children with
disabilities. Semi-structured interviews each lasted approximately
1 hour, in which we asked participants to:

(1) Discuss their experiences and challenges creating
responsive care for CLD children with disabilities, their
current technology usage and limitations, and any
experience using AI to support their practice.

(2) Discuss their experiences supporting diverse language and
dialect development, including tensions in supporting
multilingual and multi-dialectal development. Participants
also shared how current technology supports and hinders
diverse development. We then asked participants how
they envision AI supporting the development of language
variations.

(3) Discuss their experiences and challenges collaborating with
families and caregivers of CLD children with disabilities,
including disseminating carryover practice and producing
progress reports. We then asked participants how they
envision AI supporting them when collaborating with
families and caregivers.

All interviews were conducted by the first author and recorded
using Zoom. Our university’s Institutional Review Board reviewed
and approved this research, and participants were compensated
with a $30 USD gift card for their time.

3.1.3 Data Analysis. We transcribed each interview using Rev,
a secure audio transcription service. We analyzed interviews
through a codebook thematic analysis approach [22], where we
applied a combined deductive-inductive approach to coding using
codes from prior research [79]. Authors developed additional
inductive codes by reviewing and open-coding 15 interview
transcripts, and then discussed and revised as a group among

the first three authors to produce an initial codebook to guide
coding for all interview transcripts. The first three authors
then independently coded subsets of the interview transcripts
and discussed codes throughout the coding process to resolve
discrepancies, reach a consensus, and organize our findings into
high-level themes.

3.2 Surveys
Building upon findings from our interviews, the second part of
our study used a two-part survey to examine the performance of a
commercially available AI model (i.e., ChatGPT-4o) in generating
culturally, linguistically, and disability related materials to support
SLPs in delivering responsive care. We scoped our research to
this widely adopted and publicly available model because many
participants with prior AI experience (SP1-SP4, SP6-SP8, SP10, SP12,
SP13) had previously used a version of it. We employed a survey to
be a more efficient with SLP time and allow them to individually
reflect on their experiences with AI. Participants were compensated
with a $20 USD Amazon gift card for their time.

3.2.1 Participants. We recruited 13 participants, including 9 from
our initial interviewees and 4 from a broader participant pool
established by the National AI Institute for Exceptional Education
[15]. All 13 participants completed the initial survey (Section 3.2.2)
and 8 participants (SP1-SP8) completed the follow up evaluation
survey (Section 3.2.3). The majority of participants identified as
female, White, and monolingual. Many participants (SP1-SP8, SP10,
SP12, SP13) reported prior experience using AI tools, while the
remaining indicated no prior engagement with AI (SP5, SP9, SP11)
(see Table 3).

3.2.2 Survey Protocol for AI Prompt Crafting and Material
Generation. Using a survey, we collected three prompts from
each participant to then generate AI-based materials relevant to
their current practice with CLD children with disabilities. This
survey had five parts: (1) we introduced concepts of generative
AI, including how they are trained and used; (2) we provided
example images illustrating how inputs and outputs function
when prompting AI systems; (3) informed by challenges and
opportunities that SLPs identified in earlier interviews, we
provided examples of prompt areas for participants to explore for
their practice (e.g., Write a story that uses the ‘th’ phoneme about
a 6 year old Chinese girl celebrating Chinese New Year with her
family, create an image of a South Asian princess who is deaf);
(4) we asked participants to create two text-based prompts and to
provide a brief description of how these prompts are relevant to
their practice; and (5) we asked participants to then also create one
image-based prompt and to provide a brief description of how this
prompt is relevant to their practice. We asked participants to
create prompts that were based on (1) real-world materials they
currently used and would like to adapt for culture, language, and
disability, or (2) materials they did not have access to that were
relevant to their specific caseload and would like customized to
support their practice with CLD children with disabilities.

Although prompting can be iterative, we developed a method
in which the research team generated participant materials using
participant-provided prompts to: (1) minimize SLP time and burden
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Table 1: Overview of self-reported participant information, including race, gender, spoken language(s), practice setting, and
years of professional experience. Participants were additionally asked to report their prior experience using AI in their practice,
which is classified into four categories: (G) General Purpose, (P) Personalization, (C) CLD Adaptations, and (N) No Use.

ID
Reported
Race

Reported
Gender

Reported
Language

Practice
Setting

Years of
Experience

AI Use
(G/P/C/N)

P1 White / Caucasian Female English Public School 1.5 G, P
P2 White / Caucasian Female English Public School 13 G
P3 White / Caucasian Female English Early Intervention 23 N
P4 White / Caucasian Female English, Spanish Early Intervention,

Pediatric Hospital
8 G

P5 White / Caucasian Female English Public School 10 N
P6 White / Caucasian Female English, Spanish Public School 4 G, P, C
P7 White / Caucasian Female English, ASL Public School 14 G, P
P8 White / Caucasian Female English Public School 5 G, P
P9 White / Caucasian Female English Private School 24 N
P10 White / Caucasian Female English Public School 2 N
P11 White / Caucasian Female English Public School 13 G, P
P12 Asian Female English Early Intervention,

Pediatric Hospital
20 G, P, C

P13 White / Caucasian Female English Public School 27 N
P14 White / Caucasian Female English Public School 5 G, P, C
P15 Hispanic or Latino or

Spanish Origin,
White / Caucasian

Female English, Spanish Public School 3 G, P

Table 2: Overview of self-reported participant caseload demographics. Participants reported working with children across a
range of racial, ethic, linguistic, and disability identities.

Category Reported Children Demographics
Race / Ethnicity Asian, Black or African American, Hispanic or Latino or Spanish Origin, Indigenous American

or Alaskan Native, Multiracial, Native Hawaiian or Other Pacific Islander, White / Caucasian
Language American Sign Language, Arabic, English, Spanish, Korean, Mandarin, Ukrainian, Gujarati,

Hindi, French, Bulgarian, Urdu, Lao, Berber, Cantonese, Vietnamese, Amharic, Kazakh, Oromo,
Marshallese, Tagalog, Portuguese

Disability Apraxia, Articulation Disorders, Autism, Deaf or Hard-of-Hearing, Developmental Disabilities,
Dyslexia, Central Auditory Processing Disorder, Cerebral Palsy, Developmental Language
Disorders, Fluency, Language Learning Disability, Learning Disabilities, Motor Speech Related,
Phonological Processing Disorder, Receptive-Expressive Language Disorder, Selective Mutism,
Social Communication Disabilities, Speech Disabilities, Stuttering

of participation, (2) ensure the most advanced version of ChatGPT
(i.e., ChatGPT-4o), which required a paid subscription at the time
of the study, and (3) focus on eliciting participant evaluations of
AI-generated material results, rather than assessing the learnability
of the AI system. Section 6 then notes an opportunity for future
work further examining learnability of such interactions for SLPs.

3.2.3 Survey Protocol for Generated Material Evaluation. We
employed ChatGPT-4o to generate materials based on participant
prompts and shared the initial results with participants to evaluate.
Participants completed a 30-minute, four-part survey assessing
the utility and effectiveness of their AI-generated materials.
First, participants shared their overall impressions, perceived
effectiveness of materials, perceived areas of improvement for the
output, and shifts in their perception of how AI can support
their practice. The subsequent three parts asked participants to
qualitatively evaluate their three AI-generated materials based

on five established Large Language Model evaluation criteria:
alignment, accuracy, relevance, safety, and transparency [24].
We adapted the definitions of the five criteria to align with the
context of this study as follows: ‘Alignment’ assessed the degree to
which generated material aligns with participant expectations
as an SLP; ‘Accuracy’ assessed precision and correctness of
generated materials compared to participant prompts; ‘Relevance’
assessed appropriateness and how well generated materials
addressed participant prompts; ‘Safety’ assessed potential harm or
unintended consequences that may arise from generated material;
and ‘Explainability and Transparency’ assessed how well the AI
informed participants of its decision-making process in generating
the material, including references for each of the AI’s outputs.
Participants additionally described any modifications they would
make to their prompts to enhance their results, and any biases
they detected in their AI-generated materials.
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Table 3: Overview of self-reported survey participant information, including race, gender, spoken language(s), years of
professional experience, and any prior experience using AI in their practice. For survey participants who also took part
in interviews, we additionally indicate their interview participant ID.

ID
Reported
Race

Reported
Gender

Reported
Language

Years of
Experience

AI
Use

Interview
Participant ID

SP1 White / Caucasian Female English, Spanish 4 Yes P6
SP2 White / Caucasian Female English, Spanish 8 Yes P4
SP3 White / Caucasian Female English 1.5 Yes P1
SP4 White/ Caucasian Female English 5 Yes P14
SP5 White / Caucasian Female English 27 No P13
SP6 White / Caucasian Female English 12 Yes -
SP7 White / Caucasian Female English 8 Yes -
SP8 White / Caucasian Female English 5 Yes P8
SP9 White / Caucasian Female English 34 No -
SP10 Hispanic or Latino

or Spanish Origin,
White / Caucasian

Female English, Spanish 3 Yes P15

SP11 White / Caucasian Female English 2 No P10
SP12 White / Caucasian Female English 11 Yes -
SP13 White / Caucasian Female English 13 Yes P2

3.2.4 Data Analysis. We adopted a codebook thematic analysis
approach [22], starting with the first author closely reviewing and
open-coding each survey response. The first three authors discussed
and revised the codes as a group to produce an initial codebook.
The first author then refined the codes and applied the codebook to
all of the survey data. Complementary to participant evaluation of
their generated materials, and to further address RQ3, the research
team conducted additional analysis on prompts and the resulting
generated materials. This analysis aimed to identify and evaluate
the behavior of the AI system, any additional bias it perpetuated
in generated materials, and potential impacts in SLP delivery of
care. We assessed for cultural bias, linguistic bias, and disability
bias, informed by prior literature exploring bias in language and
image models [37, 57], AI fairness [18, 42, 51, 58], and critical racial
equity, disability, and intersectional frameworks [16, 62, 82].

3.3 Positionality
Our analysis and writing are informed by our experiences and
identities. Our research team is composed of scholars with and
without disabilities, graduate students, a postdoctoral researcher,
and senior academic faculty. Our team includes individuals
who identify as Black American, Korean, Nepalese, White
American, and individuals who are monolingual (i.e., English) and
multilingual (i.e., Hindi, Korean, Nepali, Newari). Two of the
authors have extensive experience studying accessibility, one
author has extensive experience studying technology support
for health, education, and families, and one author has clinical
experience in speech-language pathology. One of the authors
is also a parent of two children with learning differences. We
acknowledge that our scope of culture, language, disability, and
related biases is contextualized to the U.S. based on our collective
positionality and experiences.

4 Results
We begin with findings from our semi-structured interviews,
including (1) challenges participants described encountering in
their practices, and (2) participant descriptions of desired AI-based
support in response to these challenges. We then report participant
reactions to AI-generated materials addressing their described
challenges and desires.

4.1 SLP Challenges in Responsive Care
4.1.1 Unrepresentative Material. Participants emphasized
fostering practices that celebrate the diverse backgrounds of CLD
children with disabilities. Despite commitment and efforts to
provide responsive care, SLPs reported insufficient culturally,
linguistically, and disability representative text-based and
image-based materials to support CLD children.

Participants commonly employed low-tech text-based materials
(e.g., storybooks, worksheets, flashcards) to foster development
of speech and language skills. However, participants reported
challenges “finding materials that feel like they represent our
students” (P10), highlighting the disconnect between available
resources and needs of CLD children with disabilities. P7 echoed
this sentiment, describing how their available text-based resources
lack diversity: “there was no diversity in there at all.” P5 voiced
similar dissatisfaction with current high-tech resources providing
text-based materials, stating, “I haven’t been super impressed with a
lot of online speech therapy materials.”

Participants also used a combination of low-tech and high-tech
image-based materials (e.g., boom cards, picture books, coloring
sheets, sequencing cards). Much like their experiences with
text-based materials, participants frequently encountered
challenges finding representative materials. P2 recalled how this
lack of representation negatively impacted children’s engagement:
“We did a superhero activity where it was like coloring sheets, and one
girl was like, ‘but none of these have curly hair’.” P13 described
online materials often defaulting to White and Euro-centric
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representation, “In the picture symbols or the actual photographs of
kiddos doing things [...] it was just all White kids.” P11 further
critiqued materials that included diversity in skin tone but failed to
go beyond this singular form of representation, remarking, “they
do a good job of having different skin tones within the images, but
outside of that, they’re pretty typical American images that don’t
allow for a lot of diversity.”

Participants described strategies they employed to navigate this
challenge, but such workarounds often came with their own costs.
For example, P1 described creating their own materials, which
resulted in extra effort due to this disproportionality: “there’s not
the same ready-to-print and go material, so you have to make it from
scratch, which is a big challenge.” P2 and P13 described requesting
families to provide materials for practice (e.g., books, pictures), but
this approach placed additional burdens on families.

Some participants (P1, P6, P7, P8, P11, P12, P14, P15) reported
using available AI tools (e.g., ChatGPT, DALL-E, MagicSchoolAI)
to personalize materials (e.g., generate images, create humorous
stories, craft social stories to help children anticipate situations,
generate text with specific phonemes, simplify text to specific
reading levels). Such participants shared positive sentiments
regarding the usefulness of these tools. However, only three
participants (P6, P12, P14) reported using AI to create materials
tailored to CLD children with disabilities. When attempting to
generate an image for a hard-of-hearing child, P12 shared, “I tried
to get a teddy bear with a bone conduction hearing aid [. . . ] but it
was not giving me a bone conduction [aid], and then it wasn’t in the
right place.” P14 observed that AI defaulted to White-presenting
representations, “You can definitely see where there’s biases. If you’re
working in an image-generating tool [...] you may get only people
with one color skin [. . . ] There’s a lot of assumptions that are made.”

4.1.2 Unreliable and Inefficient Machine Translation. Participants
expressed concerns about reliability and accuracy of machine
translation (e.g., Google Translate) for translating assessments and
therapy material. Concerns were largely attributed to participant
inability to verify translations, due to lacking proficiency in
the target languages. This lack of linguistic expertise made
participants apprehensive of potential inaccuracies in automated
translation. For example, P10 expressed mistrust of Google
Translate for therapy materials: “I can’t trust that.” P1 expressed
similar concerns, “Is it really conveying what I want it to?”
Frustration was echoed by P6, who described Google Translate
as “clunky” and described colleagues excusing students from
assignments or expecting students to bear the cognitive load of
both translating material and completing assignments.

Participants additionally highlighted challenges translating
critical documents (e.g., progress reports, IEPs, home practice
activities), particularly when working with multilingual families
not fluent in English (P3, P7, P9, P11, P13). They reported
translation resources beyond Google Translate were often limited
to Spanish, neglecting the linguistic diversity of the children and
families they serve. P15 described this with their current IEP
system, “it translates parent rights and procedural safeguards in
Spanish, but it doesn’t translate any other documents into any
language other than English.” Participants further described
challenges translating assessment materials, hindering accurate

evaluation and risking misdiagnosis or inappropriate intervention.
For example, P13 recalled Google Translate failing to deliver
accurate translations during an assessment conducted alongside an
interpreter, stating, “We are finding that it’s not translating exactly,
and it’s not communicating as accurately as it needs to.”

Translating materials for multilingual children and their families
presented time challenges for some SLPs, adding to already high
workloads. P14 described cumbersome translation of materials from
Ed Discussion, “Ed doesn’t offer the translation. I have to take what
I write and put it in a Google Doc or MagicSchool to do the proper
translation, then copy it back into Ed. [...] So it takes a lot of time.”
P10 expressed frustration with their district’s delayed translation
processes, impacting the delivery of progress reports to families:
“In this particular district, it’s been months and months and months
before even progress notes have been translated into Spanish. So we’re
pretty backed up [. . . ] It’s obscene.”

Participants described collaborating with families, interpreters,
and English Language Specialists as strategies for navigating
language barriers and unreliable machine translation, but these
workarounds resulted in additional costs. P11 recalled instances
where translation alternatives were unavailable, leading to
challenges in communication and additional work for family
members: “We unfortunately do not have a Spanish version of
that form. And so we’ve kind of relied on the older brother to step
through that report with her.” Other participants described using
interpreters, but time, availability, and financial costs were
additional burdens. For example, P4 shared, “I have an Uzbek
family right now, and Uzbek interpreters are really hard to find.”
P6 shared, “It’s really frustrating because interpreters cost a lot of
money. [At the hospital] we have a virtual video interpreter, but it’s
not easily accessible throughout the hospital [because of] wifi. So
that’s also a barrier.”

4.1.3 Lack of Materials and Resources for Supporting Language
Variations. Participants emphasized preserving and honoring
children’s language variations (e.g., home languages and dialects).
However, linguistic homogeneity among many participants
presented challenges. Participants reported a scarcity of available
resources on language development in less commonly represented
languages. P15 noted that while resources for Spanish are available,
many languages remain under-resourced. P9 described difficulties
of conducting effective assessments without being able to evaluate
a child in both English and their home language, “the most difficult
thing is the assessment because I know ideally it would be best to be
able to assess them in both languages, but I’m not able to because
I’m not bilingual.” Participants described “issues with over- and
under-identification” (P6) of children with speech or language
difficulties due to language variations. P7 recalled encountering a
previously misidentified student, “I had a student who was on my
caseload [...] Honestly, this kid didn’t have a language disorder. He
was bilingual and had some behavior issues, and I don’t know who
the SLP was who originally assessed him, but she probably shouldn’t
have.” These challenges also extend beyond assessment to therapy.
P11 expressed concerns in therapy for a potential child for whom
they were not able to conduct an assessment because of language
barriers, “that would be an issue that I would have to figure out as
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we went, if he were to qualify for services, how would I work on the
process of doing English second language services?”

Participants discussed strategies for distinguishing between
language variations and speech and language difficulties
(e.g., ASHA website, Diagnostic Evaluation for Language Variation
(DELV) resources, informal consultations with other professionals),
but also described these as “time-consuming” and “often difficult.”
P5 shared their experience evaluating a student who speaks
Marshallese: “[evaluating] involves trying to find the phonological
rules of Marshallese and the sound inventory of Marshallese. I need
to ensure that I’m not marking items on the test incorrectly and that
I’m avoiding treating accent modification as a disorder. This process
is very time-consuming.” P5 also described “picking through online”
content, often requiring “double-checking with the teacher or the
parent,” which further increased time costs.

Challenges extended into complexities of dialectal variations.
Despite resources like DELV, participants reported difficulty
differentiating between English and non-English dialects versus
genuine speech and language difficulties. P9 highlighted
inadequacy of current resources: “Sometimes the directions are a
little vague. . . so it’s hard to know how much of a kid’s dialect is
actually their dialect and how much of it’s [related to language
difficulties].” P13 stated, “the knowledge about different dialectical
differences is not as readily accessible as I would like it to be.”
Time-intensive parsing of dialectal variations further exacerbated
these challenges, as participants often found this detracted from
other important aspects of sessions: “I often find myself spending
hours and hours analyzing responses to determine if the productions
are consistent with patterns of Spanish-Influenced English, African
American Vernacular English, or Southern English” (P13).

Participants summarized challenges in terms of disparities in
quality and equity of care provided to CLD children with disabilities.
P10 stated, “I’m a little worried about the difference between howwe’re
serving our white population and our non-white population and the
equity of it”, that service gaps represent “a problem bigger than” any
single practitioner can address, and acknowledged “it’s a systemic
thing” rooted in racist and ableist structures and ideologies.

4.2 SLP Identified Areas for AI-Based Support
in Responsive Care

4.2.1 Personalized Representative Material Generation.
Participants expressed enthusiasm for AI-based tools to quickly
generate materials tailored to the cultural, linguistic, and disability
backgrounds of CLD children with disabilities. They indicated a
strong desire for customized materials reflecting children’s needs
and identity dimensions, but highlighted that time constraints
and competing responsibilities make this difficult to accomplish
[79]. P11 described generating personalized materials relevant to
children’s families and background: “target words and target images
that are appropriate to their family home and the things that they
would see at home, I think would be very, very helpful.” P2 expressed
excitement about AI assistance for generating customized books:
“I can pick who the characters are and what they look like and their
dialect, their accent.” P2 emphasized potential impact of such
technology in allowing their time to be better focused on students,
“I just think of that as being really, really powerful to then give me

time as a human to be able to work with those students.” P4 echoed
this, noting AI could streamline administrative tasks, “If there was
some way that some computer could generate [multilingual] word
lists with cute pictures, that would make my life a lot easier.”

4.2.2 Accurate and Efficient Translation for Materials and Family
Collaboration. Participants expressed a strong desire for AI-based
tools to provide accurate and efficient translation of materials and
for collaboration with families in communication and documents
(e.g., progress reports, IEPs). P5 envisioned AI eliminating the
need to move between tools, wanting “a way to easily check in
without having to go to Google Translate and then copy and paste
it into an email.” P6 explained, “I would just be able to type what
I want in an email, and then [the AI] would type the Spanish right
below it.” In addition to streamlining communication, participants
envisioned translation accurately capturing intent, with P7 wanting,
“translation that accounts for the nuances of language.” P1 imagined
accurate translation reducing the reliance on interpreters, thus
minimizing logistical complications: “If I could just say it, have it
written down, and know it was accurately translated, it would be so
much easier to send parents any information or progress reports.”

4.2.3 Automated Speech Recognition to Support Language
Variations. Participants envisioned AI assisting in differentiating
between language variations, including both English and
non-English dialectal variations, versus genuine speech and
language difficulties. They imagined automated speech recognition
enhancing accuracy in detection to reduce misidentification
and time required. P13 elaborated, “After administering a
receptive/expressive language assessment and/or gathering an
informal language sample, I would like a way to enter the responses
and determine if the utterances were consistent with language
differences versus disordered language [...] I believe a tool like that
would increase scoring accuracy and analysis accuracy. It would
also decrease over-identification.” P11 echoed this desire for
AI-based support in accurate identification, “I think the biggest
breakthrough would be an assessment tool that would pick up on
those different pronunciations and those different language forms
that are appropriate in different dialects and different languages.”

4.2.4 Responsive Planner Generation. Participants expressed a
desire for AI-based tools to facilitate cultural, linguistic, and
disability-responsive planning at a larger scale. P6 envisioned a
tool that generates a tailored “plan of resources” and acts as a
“roadmap” to provide foundational support based on demographic
input, aligning with a child’s English proficiency, cultural
background, and disability. They shared, “staff members aren’t
sure even quite where to start. It’s not that they don’t want to help.
I just think that they’re overwhelmed with the amount of work that
they have. So, if they had a little bit more of a guide to help them
start out, maybe that would be helpful and useful.” Similarly, P8
imagined a tool that could provide personalized recommendations
for child-specific goals, selecting appropriate techniques, and
monitoring progress to reduce the workload of developing
individualized plans: “basically do all of the things that I think
about with my brain, and then it spits it out to me.”
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4.3 SLP Reactions to AI-Based Adapted
Materials

In the second part of this study, we invited SLPs to complete a
two-part survey exploring ChatGPT-4o in addressing reported
challenges (Section 4.1) and opportunities (Section 4.2) for
AI-based support (i.e., RQ3). Prompts generated by survey
participants included story generation, articulation word lists, oral
narrative analysis, progress report generation, text simplification,
translation, differentiating between dialectal difference and
difficulty, and image generation. A full list of participant prompts
is provided in Supplementary Materials.

4.3.1 AI as a Good Start. Survey participants described
AI-generated text-based materials as providing a “good starting
place” (SP1), indicating outputs were not flawless but offered
a valuable foundation for supporting their practice with CLD
children with disabilities. Survey participants were highly satisfied
when AI-generated materials, many of which were stories, aligned
with specifics of their prompt and were accurate, relevant, and safe.
In evaluating their generated story to deliver social learning
lessons on friendship and social engagement for students with
Down Syndrome, SP4 wrote, “The output provided appeared
accurate and the content was well organized and detailed, reflecting
a school dance scenario–despite being delivered in a different format
than requested. The output was relevant and delivered practical
insights and suggestions.” SP4 also explained how this material
provided tips that would encourage extended discussion and
learning. Based on SP8’s prompt for a social story “for a student
in first grade who is intellectually disabled and whose primary
language is Spanish about starting at a new school,” SP8 believed
the material would help them support an incoming student in
acclimating, writing, “The social story for the student whose primary
language is Spanish was perfect.” Several survey participants
(SP1, SP2, SP5, SP6) expressed positive shifts in their perception of
AI-based support: “my perception of how AI could support my
practice working with CLD children positively changed” (SP5).

Despite positive reception to AI as offering an effective
foundation, survey participants expressed reservations rooted in
outputs lacking depth and specificity necessary for their practice.
When evaluating a prompt asking for “a progress report for an
autistic child who is making progress towards his goals”, SP7
observed, “There was too much generic information.” SP1 expressed
optimism about AI’s potential while highlighting the need for
refinement: “I was reasonably impressed with the materials at first
glance, but there are definitely tweaks that need to be made.”

When generated image-based materials closely matched
specificities of a prompt, participants found them accurate,
relevant, and aligned with their expectations. In response to
their image intended for a social story to help children in their
predominately military family caseload prepare for a move to a
new duty station, SP5 shared, “I was impressed with how aligned
the image was to my prompt.” Similarly, SP6 shared their image
was “relevant for a [therapy] session, and better than a google
image in [ethnic] representation of [a] child.” In contrast, some
participants (SP1, SP2, SP3) perceived image-based AI-generated
materials as less effective in meeting their needs and expectations.
SP3 commented, “I did not find the image generation to be helpful.

I could see how the style of the images could be off-putting.” Similarly,
SP2 noted, “The picture has an oddness to it that may be challenging
to implement clinically.”

4.3.2 Contextually Unaware, Insensitive, and Biased AI. Survey
participants expressed concerns about AI’s lack of contextual
awareness, particularly in relation to speech-language pathology
practices and the cultural, linguistic, and disability identities of
children. For example, SP7 highlighted AI’s lack of awareness
of SLP standards, noting inefficiencies in generated progress
reports: “public school progress reports should be shorter” and
“AI should make reports easier. Reading all that information would
take more time than if I had just written it myself.” SP7 further
emphasized gaps in AI’s understanding of SLP technical jargon in
progress reports and expressed a need for AI to better grasp
domain-specific knowledge to help families better understand their
child’s progress: “I wish ChatGPT knew more SLP jargon and could
explain it to parents in simple terms.”

Survey participants pointed to instances where the AI failed to
demonstrate awareness and understanding of cultural, linguistic,
and disability identities. SP4 captured this in regards to cultural
identities, commenting, “Overall, I found the outputs to be
well-intended responses to my prompt. However, I can see where
the outputs could be limited by the lack of cultural intelligence
of ChatGPT.” In evaluating their prompt for a list of children’s
books written by Asian American and Pacific Islander (AAPI)
authors, SP5 wrote, “There were potential biases in the AAPI
ethnic groups and countries represented in the book list. While
there were a few books representing the people from the Hmong
culture and the countries of Taiwan, Philippines, and Korea, the
majority of the books referenced China.” Although the AI defaulted
to dominant cultural narratives, SP5 said it provided valuable
recommendations, “Based on the book reviews that I read, the
books were regarded as culturally accurate, age appropriate, and
culturally sensitive” (SP5). Survey participants expressed instances
where AI’s lack of diverse linguistic understanding intersected
with its limited knowledge of SLP contexts. For example, SP4
highlighted the AI’s difficulty in distinguishing between English
phonemes and those from other languages, “ChatGPT could have
done a better job understanding that the way the letter j/phoneme
j is pronounced in the English language and Spanish language
are different.” SP1 reflected on errors in their text-based prompt
intended to assist with analyzing speech sound productions to
differentiate between dialectal variations and speech and language
difficulties. They stated, “I did notice some errors [...] For example,
s-blends occur across syllables in Spanish, but not in the beginning of
words in English. So, this would be an example of Spanish Influenced
English.” SP1 highlighted that the AI’s lack of linguistic sensitivity
could “result in a SLP overidentifying a student.” They elaborated
on harmful repercussions that could arise if such outputs were
implemented in practice, explaining “[This] may pull the student
out of class when it is not necessary.” However, SP1 said the AI was
“able to correctly identify the other differences vs. disorders correctly.

Survey participants additionally highlighted challenges in
disability representation. SP2 discussed results of their prompt:
“Create an image of children playing - some should be on a
playground and some should be playing with toys. The children
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should be racially diverse with at least half being Black/African
American.”, critiquing the lack of disability representation in
the AI-generated image. They noted, “All of the children are
[non-disabled].” Similarly, SP9 critiqued AI assumptions around
assistive technology in their generated story intended to help a
new student who is visually impaired acclimate to their class,
“The story about the student with visual impairment wasn’t quite
right because he does not use a cane.” SP3 evaluated results for
their prompt intended to encourage families to incorporate AAC
devices into routine activities: “Generate a series of realistic images
including African American families and Latin American families
where adults are modeling use of augmentative and alternative
communication devices for children during mealtimes, while
watching television, and at bedtimes,” saying, “Most of the pictures
didn’t show modeling of the devices and none of the individuals in
them were actually looking at the devices.” SP4 discussed ableist
assumptions in their AI-generated image, stating, “There is a bias
that the AAC would have only pictures and not text, perhaps hinting
that students with Down Syndrome do not develop literacy skills such
as for reading and writing and navigating written language.”

4.3.3 SLPs as Prompt Engineers. Survey participants often
attributed shortcomings of AI responses to prompts, saying more
“carefully crafted” (SP5) and “intentional prompts” (SP4) might
achieve better results. As such, survey participants expressed a
desire to re-craft prompts in pursuit of more desirable outcomes
that better represent children in their caseloads. For example, SP4
shared this desire to adjust the prompt for a story-generation
result that better captured their intent, “I see that I should have
provided more in depth and specific details in the prompt language to
provide tighter constraints and arrive at the output I was seeking.”
For a story prompt intended to model the production of the
English /j/ phoneme for a Spanish speaking student learning
English, SP4 shared a desire to adjust their prompt because they
were “not specific enough,” thus “the text could confuse the learner
and undermine the intention of the lesson/activity.”

4.3.4 Explainability, Transparency, and Cross-Checking. Survey
participants expressed concerns about a lack of explainability
and transparency, which led to reservations about reliability of
generated material. Only one participant (SP5) received materials
that included any form of explanations (i.e., cited sources),
which they appreciated because the accurate links and citations
facilitated quick verification. However, the majority of participants
indicated generated materials lacked any explanation of how AI
derived the cultural, linguistic, and disability content. This absence
reduced confidence and created significant challenges in assessing
accuracy and appropriateness of AI-generated outputs. As SP3
remarked, “I have no idea what the decisions made were based on.”
SP6 added, “There’s no information about how the algorithm makes
its choices.” SP2 shared that generated material they intended to
use to improve a student’s home language, “Identify 10 words in
Uzbek that a 6 year old child may use at home,” was highly aligned
with their expectations, but it was, “hard to judge the accuracy as I
don’t speak Uzbek.”

Survey participants highlighted the need for explainability
and transparency in AI-generated materials to validate accuracy
and contextual appropriateness, particularly regarding cultural,

linguistic, and disability relevance. SP5 provided the prompt,
“Create a list of activities considered inappropriate for individuals
who practice the Jehovah’s Witness religion,” to better understand
beliefs of children in their caseload and inform session planning.
Evaluating the result, SP5 emphasized the importance of
explainability and the risks of its absence, stating, “Because
the information provided did not include citations or sources,
the potential for bias is strong. Without citing evidence from
reputable sources, the information generated could continue negative
stereotyping about Jehovah’s Witnesses.” SP3 emphasized additional
research to ensure generated materials were culturally appropriate,
“I think the story generated would definitely work, but I would need to
do more research to verify.” SP6 noted an absence of sources made it
more difficult to “fact check, so [it] could be entirely fictional.”
AI opacity not only complicated fact-checking and increased the
risk of perpetuating biases, but also undermined participant trust.
SP6 shared their reservations, “I don’t feel like I know where the
words came from, and not speaking Spanish I’m just trusting they are
what they say they are.” SP3 described distrust of AI-generated
materials and the need for cross-checking due to hallucinations
[4, 47], explaining, “I have no idea what the decisions were made
based on and wouldn’t trust AI-generated citations anyway since it’s
been documented that ChatGPT will make them up.”

4.4 Range of Care in AI Prompting
We observed a range of care in how survey participants crafted
AI prompts, likely influenced by variations in participant AI
literacy, even among those with prior AI experience. This
ranged from prompts not including any cultural, linguistic, or
disability nuances to prompts that meticulously included all three
identity categories. Yet, even when prompts included one or
more identity dimensions, AI-generated outputs still exhibited
biases, both within specified categories and in omitted identity
dimensions. We report these biases, arising from the interplay
between variations in participant prompt crafting and AI’s lack of
contextual awareness, to further evaluate how they affect the
AI’s performance in addressing challenges and opportunities in
supporting responsive practices (i.e., RQ3).

4.4.1 Cultural Bias. Cultural bias in AI-generated image-based
materials was observed through a lack of diverse cultural
inclusion and sensitivity, manifesting in two ways: defaulting to
(1) White-presenting characters, and (2) Euro-centric aesthetics
(see Table 4). When race and ethnicity were not specified, AI
consistently generated images featuring White-presenting
characters, revealing biases that position Whiteness as the
default [69, 82]. When non-White racial identities were specified,
AI-generated images did include corresponding characters, but
almost always alongside White-presenting characters, again
prioritizing White-presenting characters as a standard. As above,
this inclusivity was generally not reciprocated when racial or
ethnic identities were not specified. Additionally, cultural bias was
exhibited through strong Euro-centric representations, prioritizing
European and Western norms, standards, and perspectives in
settings, clothing, and other contextual elements. In text-based
generated materials, cultural bias manifested through AI tendency
to perpetuate reductive stereotypes, particularly in story
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generation. When prompted to generate stories with culturally
significant details, such as “Generate a 3rd grade level story about a
Latin American family’s trip to the beach” (SP3) or “Write a story
that uses the ‘j’ phoneme about a 15-year-old Spanish-speaking girl
celebrating her Quinceañera with her family” (SP4), AI frequently
resorted to narratives that simplified to cultural stereotypes and
tokens, including in names (e.g., Javier, Juan, Maria), foods
(e.g., empanadas, carne asada, enchiladas, arepas), and sports
(e.g., soccer). Such outputs reinforce monolithic narratives that fail
to capture diversity within cultural experiences [69, 82].

4.4.2 Disability Bias. Disability bias was frequently observed in
AI-generated image-based materials, manifesting in five ways:
(1) defaulting to non-disabled characters, (2) reinforcement of
disability tropes, (3) defaulting to specific types of assistive
technology, (4) incorrect depictions of assistive technology usage,
and (5) addition of extraneous hardware to assistive technology
(see Table 5). Reinforcement of disability tropes was evident
through portrayal of people with disabilities as appearing to
be sad. Although it is crucial to acknowledge the diversity
of disabled experiences (e.g., empowerment, joy, grief), the
overemphasis of a singular narrative can be harmful and risk
reducing multifaceted experiences. Disability bias also manifested
through overrepresentation of certain assistive technology, such
as wheelchairs and high-tech augmentative and alternative
communication (AAC) devices. For example, the prompt “create an
image of a physically disabled white girl asking for help in a bodega”
(SP9) generated an image featuring a wheelchair, thus perpetuating
a narrow view of disabilities and tools used for access [37, 57].
Additionally, there was an overwhelming presence of inaccurate
depiction of assistive technology. In several instances, AI rendered
AAC devices without text and backwards, demonstrating improper
use, or showing non-use despite explicit prompting for use.
Although shifting focus from assistive technology to the individual
can be valuable [57], omitting use despite explicit prompting
undermines the image’s intended purpose. Lastly, addition
of extraneous hardware in AI-generated images of assistive
technology further reflects lack of awareness and understanding
of disability. For example, in prompts specifying use of AAC
devices, AI-generated images frequently depicted additional and
unnecessary equipment such as headpieces and harnesses that are
not typically associated with AAC.

Similarly, disability bias manifested in text-based generated
materials through (1) defaulting to non-disabled characters, (2) the
omission of disabilities-specific nuances, (3) defaulting to specific
assisitve technology, and (4) ableist language (e.g., special). In story
generation prompts that lacked explicit mention of disability, AI
defaulted to non-disabled characters. When provided the prompt:
“Write a story about a student with visual impairment and minimal
verbal speech for his general education peers about how to include
and support him” (SP8), AI defaulted to including a cane. Ableist
language was also present in AI-generated text-based material, as
when the prompt “Write a social story about a Colombian boy
that uses hearing aids. The story should be about starting in a new
classroom and answering questions from peers about his hearing aids”
(SP13) resulted in AI using the term “special” as a descriptor for the

Figure 1: SP1’s image-based material generated from the
prompt: “Create an image of vocabulary items and key terms
that are labeled in Spanish and English for the American
Revolution.” Although it displays images capturing some
terms in both Spanish and English, it presents linguistic
bias through often prioritizing English words while Spanish
words are more likely to be incorrect.

character and the hearing aids (i.e., a term viewed as patronizing
and offensive within many disability communities [60]).

4.4.3 Linguistic Bias. Linguistic bias, though less prevalent than
disability and cultural biases, was observed through prioritization
of English, specifically Standard American English, over alternative
languages specified in prompts. For example, the prompt “Create
an image of vocabulary items and key terms that are labeled in
Spanish and English for the American Revolution” (SP1) yielded
AI-generated output exhibiting clear disparities in language
representation. English words were more prominent, whereas
Spanish words were less common, illegible, and sometimes not
actual words in the Spanish language (see Figure 1).

5 Discussion
Our findings reveal that although AI holds great potential to
support SLPs in providing equitable and responsive care to CLD
children with disabilities, these systems remain a conduit for the
perpetuation and amplification of systemic cultural, linguistic,
and disability biases (see Section 4.3.2 and Section 4.4). Such
biases in AI outputs risk perpetuating the historical continuum of
racism and ableism in speech-language pathology, compromising
equitable care and the representation of the diverse identities
of the children served. Furthermore, our findings demonstrate
available AI often lacks nuanced understanding of SLP contexts
of use, producing text-based and image-based outputs that
fail to meet the standards and expectations of their practice
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Table 4: Participant prompts, AI-generated image-based materials, and identified cultural bias in images.

Prompt Generated Image Identified Bias

“A middle school aged boy with Down
Syndrome using an ipad to verbally
communicate” (SP4)

Defaulting to
White-presenting character

“An autistic child experiencing sensory
difficulties while his classmates and teachers
of different ethnic backgrounds look at him
with concern. Include a social story for the
classmates to understand the difficulties some
autistic children experience in a classroom
setting” (SP7)

Defaulting to
White-presenting character

“A series of realistic images including African
American families and Latin American
families where adults are modeling use of
augmentative and alternative communication
devices for children during mealtimes, while
watching television, and at bedtimes” (SP3)

Defaulting to
White-presenting
characters; Defaulting to
Euro-centric
representations

and inadequately address participant reported challenges
(see Section 4.1) and desires for AI-based support (see Section 4.2).

5.1 Implications of Range of Care in AI
Prompting

Participants demonstrated a range of care in how they crafted
AI prompts (Section 4.4), with some creating prompts that
omitted one or more cultural, linguistic, or disability-related
identity dimensions and some carefully incorporating all three
identity categories. The range of care observed in our study
likely reflects a broader trend among SLPs who are using or
considering personalized AI-generated materials in their practice,
demonstrating implications for the quality and equity of care for
CLD children with disabilities. SLPs with greater sensitivity, and
perhaps greater AI experience, are more likely to create prompts
that effectively capture cultural, linguistic, and disability-specific
nuances, resulting in AI-generated materials that better meet child
needs. This was largely the case for participants in our survey
study, where the nature of the study also encouraged considering
these identity dimensions when creating prompts. However, SLPs
may not always think to incorporate these contextual nuances in
prompts, as also evidenced by participants in our study. This may

be influenced by SLPs being unaware of AI’s limitations and the
need for specificity, lacking understanding of biases embedded in
AI, or feeling it was unnecessary to specify these dimensions. To
further explore how AI performs when the range of care in prompt
construction is minimal, we systematically removed cultural,
linguistic, and disability-specific contexts from SLP prompts.
Without these contextual cues, the AI often erased these identities,
leading to an overwhelming trend of White, Euro-centric, and
non-disabled representation in re-generated materials (see Table 6).
Given AI’s limitations in contextual awareness (see Section 4.3.2),
when SLPs are not aware or otherwise do not take the extra
time and effort to craft specific prompts for CLD children with
disabilities, they risk perpetuating inequities in care, reinforcing
systemic biases, and widening of the gap in outcomes between
CLD children with disabilities and their peers.

5.2 Tensions and Tradeoffs in Using AI for
Speech Language Pathology and its Impact
on Equitable Care

Using AI in speech-language pathology introduces tensions and
tradeoffs that impact both quality and equity of care for CLD
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Table 5: Participant prompts, AI-generated image-based materials, and identified disability bias in images.

Prompt Generated Image Identified Bias

“Physically disabled white girl asking for help
in a bodega” (SP9)

Defaulting to certain
assistive technology
(i.e., wheelchair)

“A Latino child using an eye-gaze controlled
AAC device” (SP10)

Incorrect depiction and
modeling of assistive
technology usage;
Defaulting to certain
assistive technology
(i.e., high-tech AAC)

“A middle school aged boy with Down
Syndrome using an iPad to verbally
communicate” (SP4)

Incorrect depiction and
modeling of assistive
technology usage;
Defaulting to certain
assistive technology
(i.e., high-tech AAC)

“A series of realistic images including African
American families and Latin American
families where adults are modeling use of
augmentative and alternative communication
devices for children during mealtimes, while
watching television, and at bedtimes” (SP3)

Incorrect depiction and
modeling of assistive
technology usage;
Defaulting to certain
assistive technology
(i.e., high-tech AAC);
Unnecessary addition of
extraneous hardware to
assistive technology

children with disabilities, as well as cognitive and temporal
demands on SLPs. Although AI holds potential (Section 4.2), its
integration raises concerns about exacerbating existing disparities,
creating uneven distribution of AI’s benefits, and increasing
burdens on SLPs already managing high workloads [21]. In this
subsection, we explore tensions around the need for personalized
and responsive care (Section 4.1.1 and Section 4.2) and AI’s current
limitations in being biased, falling short in understanding SLP

contexts and identity-related nuances, and lacking explainability
and transparency (Section 4.3 and Section 4.4).

5.2.1 Getting it Right versus Saving Time. We see this tension
manifest through the additional role that SLPs are increasingly
required to take as prompt engineers, as indicated by survey
participant desire to re-craft prompts according to identified
shortcomings (Section 4.3.3). In addition to the AI needing to
understand the context of use, the ability for current AI to
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Table 6: Re-generated image-based materials with associated prompts, removed identity dimensions, and identified bias.

Original Prompt and
Generated Image

Removed
Identities

Prompt and Generated Image
Without Identities

Identified
Bias

Prompt: “2nd grade classroom with a
female teacher that wears a hijab. The
students should be wearing clothing of a
diverse range of cultures” (SP11)

Culture Prompt: 2nd grade classroom with a
female teacher

Defaulting to White
and Euro-centric
representation

Prompt: “A Latino child using an eye-gaze
controlled AAC device” (SP10)

Culture Prompt: A child using an eye-gaze
controlled AAC device

Defaulting to White
and Euro-centric
representation;
Disability Tropes
(i.e., sad portrayal,
lonely portrayal)

Prompt: “A physically disabled white girl
asking for help in a bodega” (SP9)

Disability
Type

Prompt: A disabled white girl asking
for help in a bodega

Defaulting to certain
assistive technology
(i.e., wheelchair)

Prompt: “A 3-person family that includes
an African-American father wearing a
U.S. Army uniform, a Samoan mother
wearing nurse’s scrubs, and a 14 year old
African-American Samoan female with
Down Syndrome” (SP5)

Culture &
Disability

Prompt: A 3-person family that
includes a father wearing a U.S. Army
uniform, a mother wearing nurse’s
scrubs, and a 14 year old female

Defaulting to White
and Euro-centric
representation;
Defaulting to
non-disabled identities
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produce relevant and effective materials is largely contingent
upon language of the provided prompt, thus pressuring SLPs to
master prompt engineering and an ability to craft precise and
contextually rich prompts. However, SLPs are generally not
trained in prompting, which led to participants expressing
dissatisfaction with initial AI-generated results that lacked
necessary cultural, linguistic, disability, and speech-language
pathology specific details. Many participants therefore wanted to
revise their prompts, adding more nuanced information in hopes
of producing better-aligned, accurate, relevant, and safe outcomes.
Unfortunately, such a process of iterative prompt refinement
introduces significant challenges for SLPs. First, it risks creating
disparities in the quality of care provided to CLD children with
disabilities, as SLPs with less experience and familiarity with AI
may struggle to produce materials that address the diverse needs
of their children. Second, the task of prompt engineering to obtain
accurate and sensitive materials creates additional cognitive and
temporal demands. This is particularly concerning relative to high
SLP workloads [21], as it could either limit SLP capacity to engage
in the iterative process of refining prompts or could mean that
such engagement detracts from core responsibilities in their direct
interaction with children. This presents a critical tradeoff, as SLPs
must choose between relying on AI to quickly generate materials
(i.e., which may lack in necessary depth) or investing extra time to
refine prompts to meet the specific needs of their diverse caseloads
(i.e., which may compromise other areas of practice).

5.2.2 Cross-Checking versus Saving Time. Related but distinct
from the above in prompt authoring, we also see tension manifest
via cognitive and temporal demands placed on SLPs to cross-check
AI-generated materials for bias (i.e., distinguishing between
demands in perfecting prompts versus validating AI-generated
materials). This tension highlights discrepancies between
expectations of AI streamlining the creation of culturally,
linguistically, and disability adapted materials and actual demands
imposed on SLPs to verify the accuracy, appropriateness, and
alignment of generated material to meet the needs of CLD children
with disabilities. In such cases, potential time-saving benefits of AI
are undermined by its lack of contextual awareness and embedded
biases, introducing additional responsibilities for SLPs. A specific
prompt or prompting structure that was previously effective also
cannot be assumed effective in re-use (e.g., due to differences in
content provided within a re-used prompting structure, due to
different potential verification needs or biases an SLP may want to
consider with different students, due to evolution of the underlying
AI in the time since a prompt was previously used). This presents a
critical tradeoff, as SLPs must choose between investing additional
time to verify AI-generated materials to ensure accuracy and
mitigate bias (i.e., which adds more to their already high workloads
[21]) or relying on AI-generated materials without cross-checking
to save time (i.e., which may reproduce and reinforce bias).

5.2.3 Accuracy versus Transparency and Explainability. Lastly, we
see tensions between the accuracy of AI-generated materials and
the transparency and explainability of AI systems. Transparency
refers to the degree to which an AI system’s operations, algorithms,
data sources, and decision-making criteria are made visible and
understandable [38]. Explainability refers to the system’s ability

to articulate its reasoning for individual decisions or outputs,
particularly for non-experts [8, 90]. Development of AI systems
that are both highly accurate and adequately transparent and
explainable is a persistent and well-documented challenge in AI
research [5, 67]. For example, LLMs such as ChatGPT are often
described as “black-box” models, tend to be highly accurate, but
are also opaque and provide insufficient post-hoc explanations
for how they arrive at specific outputs [5, 67]. This challenge
becomes particularly significant in the context of SLPs using AI
to create personalized materials to support CLD children with
disabilities. SLPs described accuracy as crucial (Section 4.3) and
equally emphasized This is further complicated by inherent biases
of current models. With AI not clearly communicating how it
creates personalized materials to support CLD children with
disabilities, and with SLPs who do not possess the knowledge or
time required to identify and correct culturally, linguistically, or
disability-related inaccuracies in AI-generated materials, SLPs risk
unknowingly incorporating biased content into their practice.

5.3 Honoring Diverse Representations of
Culture, Language, and Disability in
AI-generated Materials

Our analysis identified cultural, linguistic, and disability AI
biases (Section 4.4), consistent with prior literature in other
settings [57]. Our findings demonstrate these biases manifest
within speech-language pathology settings and examine impacts
they can have on the quality of care provided to CLD children
with disabilities. Such biases are at least in part a product of
training datasets, which perpetuate systemic biases, stereotypes,
and societal assumptions [36]. However, our findings prompt
a critical examination of whether biases should always be
categorized as harmful, insensitive, or offensive. This question
becomes particularly salient when considering different regional
contexts, such as outside of the United States or beyond Western
societal contexts. The conceptualization of, understanding of,
and experience of cultural, linguistic, and disability identities is
shaped by a wide range of factors and can vary widely across
individuals, let alone across different regions, as can the attitudes,
values, language, and beliefs associated with these identities.
What is deemed acceptable or unharmful in one context may be
perceived as biased or harmful in another [36]. It is thus important
to recognize that biases identified in our analysis might be
interpreted differently in other social contexts, which in turn
underscores the importance of situating AI evaluations and bias
assessments within their relevant sociocultural contexts to avoid
overgeneralizing harm or insensitivity without considering the
diversity of perspectives on identity and representation. Even
within a specific sociocultural context, some biases and stereotypes
that AI produces are not always inherently harmful and are instead
the realities of people. For example, many people do use canes
or wheelchairs, so although Section 4.4 highlighted it can be
problematic for AI to assume these assistive technologies, it would
also be problematic for AI to erase them. Similarly, Section 4.4
highlighted AI perpetuation of stereotypes in names, foods, and
sports when prompted to generate stories with culturally relevant
details, but those specific names, foods, or sports are not inherently
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harmful and many even hold cultural significance and correspond
to the experiences of some people. Instead, harm arises when AI
consistently represents the identities of people and communities
only consisting of these singular, monolithic experiences.

Perhaps it is important to consider the prevalence of such
biases and the act of solely associating identities with reductive
narratives is what makes it harmful, because this fails to
acknowledge the range of diverse experiences within identities.
Adichie captures this sentiment in “The Danger of a Single Story,”
articulating risks when communities are reduced to a singular
narrative: “show a people as one thing, as only one thing, over and
over again, and that is what they become” [1]. However, we do
acknowledge that some of the biases observed in our work can be
inherently harmful and may inadvertently further marginalize
certain groups [36]. Ferrara discusses the subjectivity of fairness
and how varying interpretations contribute to the complexity
of removing bias from AI models [36]. Achieving this requires
technology developers to define what “fair” means, but this is
exceptionally difficult because they must account for the array of
experiences and perspectives among stakeholders [36]. Taken as
a whole, when anticipating and designing for SLPs to use AI
tools to provide cultural, linguistic, and disability adaptations to
tailor materials to CLD children with disabilities, it is important
that these be tailored at the individual level of a child’s specific
needs and identity dimensions (Section 4.2.1), rather than generic
adaptations based on a single culture or disability. Where feasible
in specific design settings, approaches to integrating AI could also
include children and families in the process of tailoring.

5.4 Recommendations for SLPs and AI-Based
Tools

AI presents challenges in supporting SLPs in delivering equitable
and responsive care. Given the wide adoption of commercially
available AI and its growing uptake in speech-language pathology,
we offer considerations for SLPs interacting with AI and for
technology designers to inform general-purpose AI. Although not
explicitly provided as a recommendation, we also emphasize
that efforts must extend beyond technologists. Systemic issues
within speech-language pathology must be addressed (e.g., lack of
diversity among SLPs). Moreover, ensuring diverse training data
and mitigating underlying AI bias remains a critical priority.

5.4.1 AI Literacy and SLP Interactions with AI. SLPs must
prioritize AI literacy [56, 74] to navigate limitations of these
systems. Recognizing that AI outputs often reflect biases in their
training is critical to minimizing risks of perpetuating those biases
(e.g., in delivering biased materials). Additionally, SLPs should
develop ethical prompt crafting skills, explicitly incorporating
cultural, linguistic, and disability-specific nuances to generate
more representative outputs. Moreover, structured protocols
for detecting, evaluating, and mitigating biases in AI-generated
outputs are essential. Training programs should equip SLPs
to critically assess AI-generated materials, make informed
adjustments, and maintain ethical standards in AI interactions.

5.4.2 Prompt Assistance to Improve Care in Prompting. Current
generative AI lacks adequate support for crafting effective prompts,

forcing SLPs to prompt engineer and to navigate associated
cognitive and temporal costs of refinement. General-purpose
AI-based tools should incorporate guided prompting approaches
that allow SLPs to enable step-by-step assistance with interactive
refinement, breaking down the prompt creation process into
manageable steps. This could be especially useful for SLPs with
limited AI experience or for those who may overlook contextual
nuances. For example, dynamic templates could guide SLPs
through creating prompts, allowing them to select fields and input
details tailored to their task (e.g., image, story) and applicable
representation details (e.g., race, ethnicity, language, disability).
Through interactive refinement and follow-up questions, SLPs can
specify domain-specific therapeutic goals (e.g., articulation, social
skills, expressive language), and specific interests (e.g., sports,
music). As SLPs input information, a system could provide
real-time feedback, identifying issues and areas for improvement
(e.g., missing details). Such assistance could support and improve
care in prompt crafting, reducing the risk of omitting identity
details of children, minimize iterative prompt refinement, and
reduce cognitive and temporal burdens on SLPs.

5.4.3 Greater Explainability and Transparency in AI-Based Support.
Current generative AI falls short in providing transparency and
explainability required both for building trust and reliability
with SLPs and for supporting identification and evaluation of
bias. AI-based tools should provide explanations of how they
develop CLD adaptations in generated materials. This could
include techniques like citations to sources incorporated by an AI,
but also explanations of how more individualized prompting
influenced adapted outputs (e.g., how guidance provided by a
specific child or their family was used in tailoring materials related
to that child). Clear, accessible, and interpretable [32] explanations
can help SLPs understand how a model’s decisions align with
their therapeutic goals and a child’s specific needs. Additionally,
AI should improve transparency regarding potential biases.
Available AI generally offers vague disclaimers about possible
inaccuracies (e.g., ChatGPT includes a small light gray statement
at the bottom of its interface: “ChatGPT can make mistakes. Check
important info.” ) Although this acknowledges potential errors, it
lacks the specificity needed to guide people in identifying biases,
understanding their implications, or fact-checking information.
Although platforms like OpenAI offer documentation [64],
this fails to address the specific needs of SLPs. AI-based tools
should implement specific warnings about potential biases, their
implications, and best practices for identifying and mitigating
them. This would empower SLPs to critically assess AI-generated
material before incorporating it into their practice, reducing the
risk of perpetuating harmful biases.

6 Limitations and Future Work
Our research focused on the experiences and perspectives of SLPs
and how AI might support their practice, emphasizing scenarios
where an SLP is the stakeholder most directly interacting with an
AI-based tool (e.g., in preparing a prompt). Our research did not
directly include the perspectives of CLD children with disabilities,
in part because the SLPs in our target group primarily work
with very young children. Because children are the recipients
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of speech-language pathology services, their experiences are
crucial in understanding the impact of AI on speech and language
development, thus future research should include children’s
insights. Additionally, future research should incorporate
insights from families and caregivers in gaining a more holistic
understanding of the cultural sensitivity, appropriateness, and
effectiveness of AI-generated materials, as they play a crucial role
in child speech and language development.

Recognizing the prevalence of re-prompting in AI interactions,
future work should explore this process and the learnability of
such interactions for SLPs. Moreover, future work should further
investigate the impact of AI literacy on SLP prompt crafting and its
influence on the desirability of generated results.

Our study also focused primarily on the axes of race, ethnicity,
language, and disability, thereby excluding other important
identity factors (e.g., gender). Such dimensions can additionally
influence how effectively AI technologies support the needs of
children, so future work should more broadly examine additional
intersections. Our study is also limited to U.S. speech-language
pathology practices and practitioner expectations for AI support,
which may vary greatly in non-U.S. settings. Additionally,
definitions and experiences of race, ethnicity, and disability
differ across cultural contexts, along with perceptions of bias
and fairness, making it essential for future studies to explore
these dynamics in additional contexts. Lastly, linguistic barriers
encountered by our authors (i.e., we lack proficiency in some
of the languages present in AI-generated materials) restricted
our ability to analyze some materials which may have included
additional embedded biases.

7 Conclusion
This work explores challenges faced by speech-language
pathologists in providing responsive care to CLD children with
disabilities, areas where SLPs would like AI-based support, SLP
perceptions of the performance of available AI in addressing
challenges and opportunities, and biases present in AI-generated
speech-language pathology materials. We discuss implications
of contextually unaware AI, the varying levels of care SLPs
apply when crafting AI prompts, tensions and tradeoffs of
integrating AI-based tools into responsive practices, and the
necessity of honoring diverse representations in AI-generated
materials. In addition to addressing systemic challenges within the
profession (e.g., the lack of diversity among professionals), we
offer recommendations for SLPs interacting with AI-based tools
and general-purpose AI tools in their practice.
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